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5. The Secant Method 

    The Newton-Raphson algorithm requires two functions evaluations per iteration,  and  
.  Historically, the calculation of a derivative could involve considerable effort.  But, with 

modern computer algebra software packages such as Mathematica, this has become less of an 
issue.  Moreover, many functions have non-elementary forms (integrals, sums, discrete solution to an I.
V.P.), and it is desirable to have a method for finding a root that does not depend on the computation of 
a derivative. The secant method does not need a formula for the derivative and it can be coded so that 
only one new function evaluation is required per iteration.   
 
    The formula for the secant method is the same one that was used in the regula falsi method, except 
that the logical decisions regarding how to define each succeeding term are different.  

Theorem (Secant Method).  Assume that  and there exists a number , where 
.  If   , then there exists a  such that the sequence  defined by the 

iteration   
 

        for       

 
will converge to  for two initial approximations  .  

Example 1.  Use the secant method to find the three roots of the cubic polynomial  
.   

Determine the secant iteration formula    that is used.   

Show details of the computations for the starting value  . 
Solution 1.

Example 2.  Use Newton's method to find the roots of the cubic polynomial  .   
2 (a) Fast Convergence.  Investigate quadratic convergence at the simple root  ,  using the 
starting value   
2 (b) Slow Convergence.  Investigate linear convergence at the double root  ,  using the starting 
value   
Solution 2.

Example 3. Fast Convergence  Find the solution to  .   
Use the Secant Method and the starting approximations    and  .   
Solution 3.

Example 4. NON Convergence, Diverging to Infinity  Find the solution to  .   
Use the Secant Method and the starting approximations    and  .   
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Solution 4.
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Example 1.  Use the secant method to find the three roots of the cubic polynomial  
.   

Determine the secant iteration formula    that is used.   

Show details of the computations for the starting value  . 
Solution 1.

The secant iteration formula    is

Hopefully, the iteration    will converge to a root of  .

Graph the function  .

There are three real root.

Starting with the values  .   
 
Use the secant method to find a numerical approximation to the root.   
 
First, do the iteration one step at a time.   
 

 

file:///C|/numerical_analysis/chap01/SecantMethodMod_lnk_1.html (1 of 3)02.11.2006 19:56:58



The Secant Method

 
 
 
 
 

 
 
 

 
 

  
 

From the graph we see that there are two other real roots. 
Use the starting values  .  

Use the starting values .  
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Mathematica can solve for the roots symbolically.

The answers can be manipulated into real expressions.

The answers can be expressed in decimal form.

These answers are in agreement with the ones we found with the secant method.  
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Example 2.  Use Newton's method to find the roots of the cubic polynomial  .   
2 (a) Fast Convergence.  Investigate quadratic convergence at the simple root  ,  using the 
starting value   
2 (b) Slow Convergence.  Investigate linear convergence at the double root  ,  using the starting 
value   
Solution 2. 
Graph the function.

The secant iteration formula    is

2 (a) Fast Convergence.  Investigate quadratic convergence at the simple root  ,  using the 
starting value   
First, do the iteration one step at a time. 
Notice that convergence is fast and the sequence is converging to the simple root    
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At the simple root  , the order of convergence is known to be .  We can explore the 

ratio    for  k  sufficiently large. 

k

2 (b) Slow Convergence.  Investigate linear convergence at the double root  ,  using the starting 
value   
First, do the iteration one step at a time.   
Notice that convergence is slow, but the sequence is converging to  the double root    
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Real roots can also be found symbolically.
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Example 3. Fast Convergence  Find the solution to  .   
Use the Secant Method and the starting approximations    and  .   
Solution 3.
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Example 4. NON Convergence, Diverging to Infinity  Find the solution to  .   
Use the Secant Method and the starting approximations    and  .   
Solution 4.
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